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Abstract— An induction generator (IG) is preferred to a 

synchronous generator in many renewable energy applications. 
In order to achieve proper control of an induction generator it is 
important to have accurate knowledge of its model parameters. 
In this paper, an Improved Particle Swarm Optimization (IPSO) 
approach is used to estimate the model parameters of an IG. The 
IPSO is executed based on the response of the active and reactive 
power flows associated with the IG to a change in the frequency 
of the external system, which the IG is connected to. This change 
in frequency is applied when the IG is operating in steady state, 
to represent the scenario where the IG parameters must be 
estimated on-line, and during a large disturbance to the system 
equilibrium. This approach is in contrast to others in the 
literature that estimate the parameters of an induction machine 
based on its start-up behavior, or the results of mechanical tests. 
Therefore, this approach should offer benefits when the 
parameters of the IG being modeled may vary over time and 
need to be estimated on-line. 
 

Index Terms-- generator modeling, parameter estimation, 
particle swarm optimization. 

I.  INTRODUCTION 
N induction generator (IG) is, in principle, an induction 
motor with torque applied to the shaft, although there 

may be some modifications made to the machine design to 
optimize its performance as a generator [1]. IGs are widely 
used in many applications due to their simple construction and 
ease of operation. As generators they are more favorable for 
some renewable energy applications than synchronous 
generators, because of their lower cost and higher reliability 
[2].  The suitability of using IGs for power system 
applications and renewable energy has been reported in 
several publications [3], [4], [5], [6]. The squirrel-cage rotor 
type is the most common IG, they are used in several 
applications such as small-scale hydro [7], micro-turbines 
(split-shaft type) [8] and the first generation of fixed speed 
wind turbines [9]-[10]. 

The performance of an IG depends, among other aspects, 
on accurate knowledge of the machine parameters. These 
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machine parameters directly affect the operational and control 
characteristics of the IG. Therefore, it is desirable to have 
accurate knowledge regarding the value of these parameters 
for any IG in the system. This data could be obtained from the 
manufacturer or calculated based on mechanical tests (e.g. no 
load and locked rotor tests). Unfortunately, these solutions 
will not always be practical, because mechanical testing 
requires additional hardware (DC power source, auto-
transformer etc) and the IG manufacturer may not be 
available, or able, to provide a complete set of parameter 
values when required. The shortcomings of the above methods 
for finding IG parameters mean that it becomes necessary to 
apply parameter estimation techniques to the problem. For the 
purposes of parameter estimation, IGs and induction machines 
working as motors (IM) can be treated in a very similar 
fashion.  

Nowadays, the problem of parameter estimation for IM is 
receiving a great deal of attention and numerous schemes for 
parameter estimation have been proposed. These schemes use 
the measured response of the IM to a change in voltage to 
estimate the IM parameters.  

A range of techniques have been used to estimate the 
parameters of an induction machine model. These include: 
non-linear least squares, Kalman Filters [11], genetic 
algorithms (GA) [12], [13], [14], [15], local search algorithms 
(LSA), simulated annealing (SA), differential evolution [16] 
and various forms of particle swarm optimization (PSO) [12], 
[17], [18], [19]. Most of these techniques are applied to data 
gathered during the start-up of the machine [13], [16], [17], 
[18]. Some approaches do compare the results of the estimated 
model to data gathered by applying mechanical tests to the 
machine [12], [15]. PSO has been shown to be an effective 
parameter estimation tool [12], [13]. It is simple to implement, 
allows beneficial interaction between different members of its 
population, and, unlike some other techniques, possesses a 
memory of the solutions from past iterations [20]. Improved 
particle swarm optimization (IPSO) modifies the concept of 
inertia weight, introduced in [21], to become a function of the 
iteration count, as in [18], [22], [23]. This modification allows 
an improvement in convergence and accuracy [23]. 

The parameter estimation schemes introduced above all use 
data from the IMs response to a change in voltage or its 
behavior during startup. In contrast, the scheme developed in 
this paper uses the measured response of an IG to a change in 
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frequency. The response of the IG is viewed in terms of the 
active and reactive power flow associated with the IG. 
Parameter estimation based on the IGs response to a change in 
frequency is possible as both the active power generated and 
reactive power consumed is dependent on the frequency of the 
system that the IG is connected to.  

Performing the parameter estimation based on the 
frequency response may be of benefit in the case of an IG 
connected via a weak transmission link, e.g. an offshore wind 
farm represented by a single equivalent model of an IG. This 
is because, in the event of a disturbance, the reactive power 
compensation, that is required when using IGs, would reduce 
the voltage deviation whilst the frequency deviation would be 
unaffected. Any improvement in the performance of the 
parameter estimation would be of benefit to on-line 
applications dependent on accurate representations of power 
system components, e.g. intelligent controlled islanding or 
stability assessments.   

The primary focus of this paper is to demonstrate the 
validity of using IPSO to estimate IG model parameters based 
on the response of an IG to a deviation in frequency. The 
paper is organized as follows. Section II describes the 
mathematical model of the induction generator used for the 
parameter estimation problem. Section III presents the 
proposed improved particle swarm optimization algorithm 
used for parameter estimation of an induction generator 
model. Section IV shows the results of simulations that 
confirm the validity of the proposed algorithm. Finally, the 
advantages of this novel application are discussed in Section 
V. 

II.  FORMULATION OF PARAMETER ESTIMATION FOR AN 
INDUCTION GENERATOR 

A.  Induction Generator Model 
An IG can, in principle, be viewed as simply an induction 

machine with torque applied to the shaft. Therefore, a 
commonly used IM model, described in detail in [24], [25], 
can be used to represent an IG.  

The electrical part of the machine is represented by a 
fourth-order state-space model and the mechanical part by a 
second-order system. The following voltage equations for an 
arbitrary reference at angular velocity ω define the electrical 
model [25]: 

qs
qs s qs ds

d
v R i

dt
λ

ωλ= − −  

ds
ds s ds qs

d
v R i

dt
λ ωλ= − +  

( )'
' ' ' 'qr
qr r qr r dr

d
v R i

dt
λ

ω ω λ= − − −  

( )' ' ' 'dr
dr r dr r qr

d
v R i

dt
λ ω ω λ= − + −  

(1) 

where the indices d and q indicate the d-axis and q-axis in the 
d-q reference frame, respectively. The indices s and r indicate 
the stator and rotor values and the variable ωr is the electrical 

angular velocity.  
In the above equations V denotes voltage, i current, R 

resistance and λ flux linkage. All electrical variables and 
parameters are referred to the stator, as indicated by the prime 
notation. The flux linkages are expressed in terms of current 
and the inductance (L) [25]: 

( )'qs ls qs m qs qrL i L i iλ = + +  

( )'ds ls ds m dr drL i L i iλ = + +  

( )' ' ' 'qr lr qr m qs qrL i L i iλ = + +  

( )' ' ' 'dr lr dr m ds drL i L i iλ = + +  

(2) 

In the case of a singly excited induction machine with 
squirrel-cage rotor type, v′qr = v′dr = 0. Therefore, the 
mechanical model is defined by two differential equations in 
terms of the rotor angular velocity (ωm) and its angular 
position (θm): 

m
m

d
dt
θ ω=  

( )1
2

m
m e

d
P P

dt H
ω

= −  
(3) 

where H is the rotor inertia constant, Pm is the shaft 
mechanical power,  and  Pe is the electromechanical torque  
given by: 

e ds ds qs qsP v i v i= +  (4) 
The reactive power is calculated as follows:  

e qs ds ds qsQ v i v i= −  (5) 
The model of a symmetrical induction machine using an 

arbitrary reference is represented by (1)-(5). The reference 
frame transformation for the stator voltages (abc-to-dq) is 
defined by: 
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 The following relationship describes the reference frame 
transformations (dq-to-abc) for the stator currents: 
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 (7) 

where ics = −ias − ibs, this is the case as the machine 
windings are connected in a three-wire Y configuration, so, 
there is no homopolar (0) component. This property justifies 
the fact that only the two line-to-line input voltages are used 
inside the model instead of the three line-to-neutral voltages. 
In the preceding equations, θ is the angular position of the 
arbitrary reference. A rotating reference frame with angular 
velocity ω=ωs, is suitable for computer simulations where the 
system frequency, fs, is changing (ωs= 2πfs). The use of a 
rotating reference frame with variable speed is vital to the 
application presented in this paper. As without it, it would be 
impossible to capture the system’s frequency behavior in the 
model.  

B.  Formulation of the Parameter Estimation Problem 
The fundamental principle behind parameter estimation is 
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the comparison of the response of the real system and the 
response of an estimated parameter model, to the same input. 
Based on this comparison, the parameter vector θ, which 
defines the model variables, is then adjusted to minimize a 
predefined error function ε. 

For the non-linear model used for an IG in this paper there 
are six parameters that cannot be measured directly; therefore, 
the parameter vector contains six unknown variables that must 
be estimated: 

[ , , , ' , ' , ]T
s ls r lr mH R L R L L=θ  (8) 

The initial values of the states of the induction machine 
model are obtained by solving the model with respect to the 
initial (pre-disturbance) frequency. Determining the initial 
values in this way reduces the dimension of the problem and 
therefore increases the speed of convergence and accuracy of 
the final solution. 

Parameter estimation can be transformed into an 
optimization problem, where the task is formulated as a curve 
fitting problem in which the following objective function is 
minimized: 

( ) ( )22

1

1 ˆˆmin ( ) min
n

mk mk mk mk
k

P P Q Q
n

ε
=

⎡ ⎤= − + −⎢ ⎥⎣ ⎦∑θ  (9) 

where Pm and Qm are the measured active and reactive power 
from the real system, respectively, m̂P and ˆ

mQ  correspond to 
the estimated parameter model response, and n is the number 
of samples simultaneously processed in the estimation 
process. The same objective function will be used to formulate 
the IPSO in the next section.  

III.  IMPROVED PARTICLE SWARM OPTIMIZATION  
Kennedy and Eberhart [20] originally proposed Particle 

Swarm Optimization in 1995, they were inspired by the  social 
interactions that occur between animals that move in large 
groups. This technique is based on producing a number of 
particles, which will then be moved around the searching 
space to find the best solution. The procedure for executing 
the method is depicted in a block diagram in Fig. 1. 

Produce initial swarm of 
particles

Evaluate fitness of each particle

Calculate velocity of particles

Evaluate fitness of each particle

Change position of each particle

Satisfactory 
accuracy 
achieved?

Stop
No Yes

 
Fig.   1. Flowchart of PSO algorithm. 

The method is initialized by populating a number of 
particles to create a swarm. Each particle is simply a 
parameter vector θ with randomly selected values (limited by 
a certain range particular to each parameter). The value of 
each particle indicates its position in the swarm, based on 
which a particle’s fitness can be calculated, where fitness is a 

quantity indicating the accuracy of the solution represented by 
a particle. The fitness should increase with the accuracy, so 
the reciprocal of the objective function (9) is used. 

To change the position of a particle within the search space 
its velocity needs to be calculated as follows: 

1
1 1 2 2( ) ( )k k k k k k

i i i i g ic r c rω+ = + − + −V V P θ P θ  (10) 
where Vi

k and Vi
k+1 are the current and next step velocity of 

the ith particle, respectively, ω is the inertia weight, Pi
k is the 

best previous position of the ith particle, Pg
k is the best global 

position, θi
k is the actual ith particle position, c1 and c2 are the 

acceleration coefficients usually equal to 2.0 and r1 and r2 are 
random numbers ranging from 0.0 to 1.0. 

After obtaining the velocity of a particle, the position can 
be updated: 

1 1k k k
i i i

+ += +θ θ V  (11) 
This process is usually terminated after reaching either a 

maximum number of iterations or a satisfactory fitness. 
The Improved Particle Swarm Optimization proposed in 

[18] offers an increase in both the precision, and speed of the 
convergence. This improvement has been achieved by 
changing the inertia weight, ω, from a predefined constant 
into a variable. The function modulating ω is as follows: 

max

max

( )
( )

( )

n

initial final finaln
iter iter

iter
ω ω ω ω

⎧ ⎫−⎪ ⎪= − +⎨ ⎬
⎪ ⎪⎩ ⎭

 (12) 

where ωinitial is the initial inertia weight, ωfinal is the final 
inertia weight, itermax is the maximum number of iterations, 
iter is the number of the current iteration and n is the 
nonlinear modulation index. Inertia weight, defined in such a 
way, decreases with each iteration, consequently reducing the 
contribution of the current velocity when calculating the 
velocity of the next iteration. This improves the accuracy and 
convergence in the final stage of the estimation. 

IV.  SIMULATION RESULTS 
To verify the effectiveness of the parameter estimation 

procedure, simulations have been carried out. In these 
simulations, the dynamic model of the induction generation 
described by (1)-(5) is employed. The parameter estimation 
procedure is carried out using the IPSO. In all cases the swarm 
size of the IPSO algorithm is equal to 30, the maximum 
number of iterations (generations) is equal to 10 and the 
remaining two parameters are defined as follows:  ωinitial = 0.9 
and ωfinal = 0.01. A computer program was developed in 
MATLAB® to execute this algorithm. 

. The test procedure involves maintaining the stator voltage 
and mechanical power constant at their steady state operating 
points. The frequency is then changed in some way to produce 
the necessary variation in the active and reactive power flow 
associated with the IG.  Two case studies have been 
examined. In the first case, a step change in frequency is 
simulated. In the second case, a time series representing the 
frequency response of a synchronous generator during a load 
step change was used. This time series of frequency was 
obtained from a simulation performed with DIgSILENT® 
PowerFactory™. Three induction generators with squirrel-
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cage rotors, typically employed in fixed speed wind turbine 
applications, have been used in each test case, the parameters 
of these are given in Table I. 

TABLE I 
INDUCTION MACHINES PARAMETERS USED IN THE SIMULATIONS 

Machine 1 2 3 
Vn [V] 690 V 690 V 660 V 

Pn  [kW]  2000 kW 500 kW 330 kW 
f  [Hz] 50.0 50.0 50.0  
H [s] 1.1877 3.2000 3.0000 

Rs [pu] 0.0010 0.0035 0.0071  
Lls [pu] 0.0100 0.0474 0.0762  
R'r [pu] 0.0010 0.0098 0.0076  
L'lr [pu] 0.0100 0.0619 0.2329  
Lm [pu] 3.0000 1.4760 3.4498  

A.  Case I: Step Frequency Change -2Hz 
This test system is a network which consists of a 

programmable voltage source feeding a single squirrel-cage 
induction generator through one busbar. A step change of 2Hz 
is then applied to the system frequency to represent a 
disturbance i.e. the pre-disturbance frequency is equal to 50Hz 
and the post-disturbance frequency is equal to 48Hz. This 
disturbance was simulated to verify the effectiveness of the 
parameter estimation when exposed to a large frequency 
excursion. The data sets of active and reactive power 
measurements and the results for the parameter estimation 
performed by the IPSO are shown in Fig. 2.  
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Fig.  2. Results with IPSO: Case I. 

In this case study, Machine 1 possessed the most complex 
frequency response and thus a considerably higher P and Q 

error, when compared to the other two cases. It should be 
noted, however, that the accuracy of the estimated machine 
parameters is comparable in all cases (Table II).  

TABLE II 
SUMMARY OF RESULTS FOR CASE I 

Machine 1 2 3 
real estimated real estimated real estimated

Pe error [%] 2.0950 0.4009 0.3262 
Qe error [%] 8.4823 0.3773 0.7232 

H [s] 1.1877 1.1999 3.2000 3.1507 3.0000 3.0635 
Rs [pu] 0.0010 0.0013 0.0035 0.0025 0.0071 0.0098 
Lls [pu] 0.0100 0.0116 0.0474 0.0507 0.0762 0.0746 
R'r [pu] 0.0010 0.0010 0.0098 0.0096 0.0076 0.0078 
L'lr [pu] 0.0100 0.0081 0.0619 0.0586 0.2329 0.2316 
Lm [pu] 3.0000 3.1193 1.4760 1.4733 3.4498 3.4139 

The results prove the estimation method to be capable of 
reaching satisfactory accuracy for all three different 
generators. The precision of the estimation will satisfy the 
needs of stability analysis. 

B.  Case II: System Frequency change 
Here, as in Case I, a programmable voltage source has been 

used to excite a single squirrel-cage induction generator; 
however, the frequency disturbance used is the response of a 
synchronous generator to a load step change. Fig. 3 shows the 
frequency time series applied to the three IGs, the parameters 
of which are shown in Table I. 
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Fig.  3. System frequency response of synchronous generator during load step 
change. 

The data sets of active and reactive power measurements 
and the results of the parameter estimation produce by the 
IPSO are shown in Fig. 4. In this case Machine 1 again proved 
to have the most complex response, in terms of performing 
parameter estimation; however the obtained parameters are 
still within acceptable range (Table III).  

 TABLE III 
SUMMARY OF ESTIMATIONS, CASE B 

Machine 1 2 3 
real estimated real estimated real estimated

Pe error [%] 2.5505 0.1650 1.8954 
Qe error [%] 16.4683 0.1850 3.3857 

H [s] 1.1877 1.2058 3.2000 3.1900 3.0000 3.0251 
Rs [pu] 0.0010 0.0009 0.0035 0.0034 0.0071 0.0042 
Lls [pu] 0.0100 0.0078 0.0474 0.0478 0.0762 0.0745 
R'r [pu] 0.0010 0.0010 0.0098 0.0097 0.0076 0.0074 
L'lr [pu] 0.0100 0.0119 0.0619 0.0620 0.2329 0.2309 
Lm [pu] 3.0000 2.5819 1.4760 1.4776 3.4498 3.6265 
Two of the three test machines had a higher estimation 

error than that seen in Case I. However, despite this the IPSO 
was still capable of producing acceptable estimates of the 
machine parameters, for this more complex frequency 
disturbance.  

Fig. 5 shows the typical convergence curves of the IPSO 
for the machines tested in Case B. The plots show how the 
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objective function (9) is minimized once the algorithm has 
progressed through 10 generations.  
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(c) Machine 3 

Fig.  4. Results with IPSO: Case B. 
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Fig.  5. Typical convergence curve for Case II. 

It is clear that in this particular case the number of 
generations could be reduced to around 4 without any 
significant loss of accuracy, this means that the estimation 

time could also be reduced. As expected, the value of the 
objective function is highest for Machine 1 (most complex 
frequency response) and lowest for Machine 2 (least complex 
frequency response). The largest progress toward minimizing 
the error of the estimation occurs during the earlier stages of 
the procedure for all three machines.   

V.  CONCLUSION 
In this paper, a novel application of the IPSO algorithm has 

been proposed for parameter estimation of an induction 
generator. This application is based on the response of the 
active and reactive power flows, associated with an induction 
generator, to a frequency deviation during steady state 
operation. This is in contrast to the use of start up data or 
other direct mechanical testing that is necessary in other 
approaches. The increasing deployment of wide area 
monitoring devices, such as PMUs, means that data of this 
nature will be increasingly available in the future. The 
frequency deviations used to validate this approach are a 
simulated step change and the response of a synchronous 
generator to a load step change. These deviations were chosen 
to demonstrate that the proposed algorithm can operate 
successfully for both large frequency deviations and for the 
more intricate fluctuations that will occur in real power 
systems. 

The parameter estimation technique presented in this paper 
demonstrates a high quality of performance in terms of both 
convergence and accuracy. In all cases the method was 
capable of converging to a global minimum with an 
acceptable precision. Executing IPSO, like other Artificial 
Intelligence techniques, is time consuming; however, this is 
not a concern for offline applications. A useful feature of the 
IPSO, when applying it to this problem, is that the algorithm 
simply requires an estimate of the likely range of the model 
parameters, and not an initial estimate of the sate vector. 
Simple implementation and good accuracy make the IPSO a 
good alternative to other widely used estimation methods, like 
Nonlinear Least Squares or Genetic Algorithms. 
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